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LEGAL WARRANTIES OF QUALITY

Pursuant to the CCQ1, the seller is bound to warrant 
the buyer that the property and its accessories are, 

at the time of the sale, free of latent defects which 
render it unfit for the use for which it was intended or 
which so diminish its usefulness that the buyer would 
not have bought it or paid so high a price if he/she 
had been aware of them. In a sale by a professional 
seller, a defect is presumed to have existed at the time 
of the sale if the property malfunctions or deteriorates 
prematurely in comparison with identical property or 
property of the same type.2

Considering the applicable presumptions, which 
often lighten the burden of proof on purchasers, and 
the generality of the terms used in the CCQ as to 
the scope of the warranty against latent defects, the 
application of these principles to incidents involving 
AI systems is likely to raise a number of contentious 
issues, particularly with respect to causation, the 
nature of the uses for which the AI system was 
intended, and what may be considered improper use 
by the purchaser which may exonerate the seller from 
liability in whole or in part. 

While these issues are not unique to AI systems, the 
specific characteristics of AI systems, including their 
ability to learn and act autonomously and sometimes 
unpredictably, are likely to raise new evidentiary and 
legal issues. For instance, if purchasers attempting 
to claim damages for a latent defect related to the 
malfunction of an AI system wish to invoke the 
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presumptions provided for by the CCQ, they will 
have to prove that the incident was caused by a 
malfunction of the AI and that that defect manifested 
itself prematurely. In all likelihood, meeting these 
criteria in relation to complex AI systems will require 
specific and detailed expert evidence. This will be 
especially true if the courts start applying product 
liability principles to software with built-in AI.

The legal warranty of quality is evaluated in 
relation to the use for which the property was intended. 
Unless the seller is aware of the buyer’s particular 
intended use, the courts consider the “normal” use 
of the property. This will surely raise questions for 
goods incorporating complex AI systems that enable 
them to perform various tasks based on what is asked 
of them by users and the data provided to them. 
For example, what would be the “normal” use of a 
software application like ChatGPT? In general, it will 
be necessary to review the contractual documents, 
including the terms and conditions of purchase or 
service, to understand the applicable representations 
and limitations of the AI system’s features, including 
its level of autonomy, terms of use, and appropriate 
maintenance requirements.

PRESUMED KNOWLEDGE OF LATENT 
DEFECTS AND DEVELOPMENT RISKS

While sellers of AI systems will surely seek to 
limit their liability by including limitation of 
liability clauses and making the user responsible for 
supervising the system’s actions and correcting its 
errors, the legal value of such limitations will likely 
be subject to challenges. Indeed, it must be recalled 
that under Quebec law, in no case can a  professional 
seller limit its liability for defects of which they were 
aware or could not have been unaware.3

In accordance with the principles established 
by case law in the wake of ABB Inc. v. Domtar 
Inc.,4 professional sellers are presumed to be aware 
of the defects in their products and their lack of 
knowledge generally constitutes a fault in itself.5 The 
manufacturer may rebut the presumption only by 
showing that it was unaware of the defect and that its 
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ignorance was justified.6 In the case of products sold 
to consumers, merchants and manufacturers simply 
cannot claim ignorance of the defect as a defence in a 
latent defect action.7

To date, ignorance of a defect has very rarely 
been successfully asserted by manufacturers or 
specialized professional sellers. For AI systems used 
in a commercial context that are not intended for 
consumers, AI developers could potentially claim 
ignorance of a defect that is discovered after their 
system is released. However, since manufacturers are 
presumed to verify the quality of the products they 
put on the market, the courts will likely not easily 
side with manufacturers who invoke this defence.8 
A very specific exception is made for a development 
risk that no one could have known about when the 
product was put on the market. In view of the novelty 
and complexity of AI systems, the applicability of 
this exception is plausible, but it is a safe to assume 
that the courts will consider the steps taken by the 
defendant to test the system before and after it is 
release to market before exonerating an AI developer 
from liability for damages arising from product or 
system defects. This is particularly true since AI 
entrepreneurs have already expressed concern about 
deploying AI systems that have not been sufficiently 
tested to ensure that the risks associated with their 
use have been identified and can be controlled,9 even 
though there is still no specific regulatory framework 
for AI system development and marketing activities.

LIABILITY FOR THE AUTONOMOUS ACT 
OF A THING

We have discussed the obligations of developers 
and sellers of AI systems, but what of the liability 
of users? In the context of a claim against the seller 
of a property with a built-in AI system, the user’s 
negligence in using or supervising the AI system may 
constitute a valid defence or a contributory fault that 
may result in shared liability.

In addition, the operator may also be liable for 
damages caused by a property with a built-in AI 
system if he/she acts as “custodian” of the property 

in question. Pursuant to the CCQ,10 the custodian of a 
thing is bound to make reparation for injury resulting 
from the autonomous act of the thing, unless he/she 
proves that he/she is not at fault.

Liability for the autonomous act of the thing is 
subject to two specific conditions: the absence of 
direct human intervention in causing the injury, and 
the mobility or dynamism of the thing that caused the 
injury. Although almost all of the relevant case law 
concerns the autonomous act of physical things, the 
concept of “thing” covered by this article is broad 
and includes all movable, immovable, tangible and 
intangible property.11 As with legal warranties of 
quality, it is therefore possible, if the reasoning of 
the court in the Fortnite decision cited previously 
was to be followed, that the liability regime for the 
autonomous act of a thing could find application not 
only to AI systems embedded in physical goods but 
also to AI systems embedded in software.

The concept of “custodian” of a thing that contains 
an AI system is also likely to raise interesting questions. 
According to the jurisprudence, the custodian is the 
person that, at the time the damage was caused, had 
a power of supervision, direction, command and 
control.12 Custody of a thing is different from mere 
physical possession. The holder of a thing is not 
necessarily its custodian if he/she can exercise only 
limited control over it.13 In the case of a physical thing 
that contains an AI system, it appears more obvious 
that the custodian of the thing will be the user if he or 
she has some control over the thing and the features of 
the AI system (e.g., self-driving car). However, in the 
event one considers the autonomous act of software, 
determining the identity of the custodian of the “thing” 
could prove to be far more complex and require an 
assessment of the totality of the circumstances, 
including the level of supervision, direction, command 
and control held by the various actors.

We note that the Autonomous Bus and Minibus Pilot 
Project14 requires that the driver of an autonomous bus in 
motion “remain continuously attentive to events likely 
to affect road safety in order to be ready to intervene 
rapidly at any time in taking over control of the vehicle’s 
automated system, immediately taking over the driving 
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of the vehicle or adapting driving to the circumstances.” 
This may suggest that users will generally not be able 
to avoid the obligations they would otherwise have by 
claiming an AI system malfunctioned if they failed to 
exercise due diligence or adequately monitor the AI’s 
autonomous activities, particularly for AI systems used 
in risky and already highly regulated environments 
such as self-driving cars.

CONCLUSION

At least for the meantime, it appears that the courts 
will have to rule on civil actions involving AI systems 
using the existing legal framework for civil liability in 
Québec. Indeed, and despite the expected enactment 
of the AIDA, until Québec’s legislature passes new 
laws or amends existing laws to provide specific 
rules regarding the civil liability of developers, 
sellers, operators and users of AI systems, courts will 
be called upon to apply and adapt the current civil 
liability regime to claims involving AI systems.

While existing principles of product liability set 
out in the CCQ and the CPA should apply to disputes 
involving physical products with built-in AI systems 
without too much difficulty, the courts will likely be 
called upon to decide novel issues resulting from 
the unique characteristics of AI systems, including 
their ability to perform various tasks autonomously. 
Moreover, such disputes are likely to raise complex 
factual issues, including the causal link between the 
operation of an AI system and the damages and the 
level of care exercised by the user.

It is far more difficult to predict the legal framework 
that will apply in civil litigation involving AI systems 
embedded in software, particularly if such software 
were to be considered a “property” following the 
reasoning adopted by the Superior Court in the Fortnite 
decision. Until now disputes involving software have 
usually been governed by the general principles of 
Québec civil law in matters of contractual liability. 
However, the Fortnite decision is a sign that courts 
may be open to applying the principles of product 
liability, including legal warranties against latent 
defects, the manufacturer’s liability for safety defects, 

and the custodian’s liability for the autonomous act 
of a property, in ruling on such disputes. As those 
principles were generally developed for disputes 
involving physical goods, such an eventuality would 
raise a host of new legal issues which would have to 
be clarified by the courts or the legislature.

Government initiatives regarding the responsibilities 
of AI system developers will continue to be closely 
monitored, particularly for uses of AI systems that 
involve high risks due to their possible impact on 
the fundamental rights of third parties (privacy, 
discrimination, etc.) or the safety or health of users 
and the public. Close attention should also be paid to 
the developing case law regarding the characterization 
of software, including AI systems used in software, 
as “property” within the meaning of the CCQ. In 
this regard, we note that the defendants’ application 
for leave to appeal the Fortnite decision was recently 
denied, which means that the class action will proceed 
to the merits. This decision could very well inspire 
similar litigation involving other video games or other 
types of popular digital services in the years to come. 
In fact, an application for permission to bring a class 
action was recently filed on January 24, 2023, against 
Meta, Facebook and Instagram alleging that they 
failed to warn Facebook and Instagram users of the 
risk of developing an addiction to those services.15

In the meantime, AI system developers and 
sellers can seek to minimize the risk of claims and 
litigation by clearly disclosing the system’s features, 
its limitations, instructions of use, monitoring and 
maintenance, and the risks associated with its use and 
how to guard against them in their contractual 
documents and by including appropriate limitation of 
liability and indemnity clauses in such documents.

[Noah Boudreau is a Partner in the Litigation 
and Dispute Resolution group of Fasken Martineau 
DuMoulin LLP. Recognized in multiple Litigation 
Star lists, Noah is a seasoned litigator who acts 
regularly for internationally known corporations in 
the defence of significant private and class actions. 
His practice is also primarily focused on product 
liability, cybersecurity, consumer protection and 
transportation litigation matters.
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The popularity of iGaming has soared in recent years, 
with online casinos and sports betting sites providing 

easy access to exciting wagering opportunities. 
However, it’s important to acknowledge that 
gambling, in any form, carries inherent risks, 
including addiction and potential social and financial 
consequences.

RESPONSIBLE GAMBLING STANDARDS 
IN ONTARIO

For those operating iGaming services in Ontario, 
maintaining a balance between promoting their 
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business and ensuring responsible gambling can 
be challenging. While the environmental controls 
available to land-based casinos, such as face 
recognition, are not available in the online space, 
regulatory bodies have implemented standards to 
create similar protections and foster responsible 
iGaming environments.

The Alcohol and Gaming Commission of Ontario 
(AGCO), the regulatory authority for the iGaming 
industry in the province, has prescribed responsible 
gambling standards (the Standards) that iGaming 
operators must adhere to. These standards encompass 
various minimum requirements for responsible 
gambling (RG), including the obligation to ensure 
that players are “fit for play.”

While the risk-based approach of such broad 
requirements offers operators flexibility in 
implementing compliant environments and practices, 
it also introduces ambiguity regarding compliance 
with each operator’s specific practices.

WHAT DOES “FIT FOR PLAY” MEAN IN AN 
ONLINE ENVIRONMENT?

The “fit for play” requirement entails that players 
confirm their readiness to engage in iGaming 
activities before participating on an iGaming site. 
While this requirement is relatively straightforward 
to enforce in physical establishments where staff can 
monitor players for signs of intoxication, monitoring 
online engagement poses inherent challenges.

Currently, iGaming sites typically ask players to 
confirm their fitness to play through a pop-up window 
and check-box. However, it remains uncertain 
whether this approach alone satisfies the Standards, 
as the phrase “fit for play” lacks a precise definition in 
the Standards or in case law. Operators must infer that 
it refers to a state of mental fitness that enables players 
to engage in iGaming without incurring significant 
negative consequences or health risks.

Being “fit for play” means participating in online 
gambling responsibly and in a controlled manner, 
without risking addiction, financial problems, or other 
adverse outcomes. It entails maintaining a healthy 

balance between the activity and other aspects of one’s 
life, such as work, family, and social obligations.

Ensuring that players are “fit for play” poses 
challenges for iGaming operators. Practically 
speaking, operators must ultimately rely on players’ 
self-assessment of their readiness, even though the 
RG obligations are imposed on the operator and non-
compliance can result in significant risks, including 
fines. The AGCO takes breaches of the Standards 
seriously and has not hesitated to impose substantial 
fines.

Moreover, there are potential litigation risks 
for operators regarding RG matters, as Ontario 
courts have not provided clear guidance on whether 
gambling establishments owe a duty of care to their 
customers.

WHAT IS THE VOLUNTARY SELF-EXCLUSION 
PROGRAM?

Another RG requirement outlined in the Standards 
is the implementation of a voluntary self-exclusion 
program. This program allows individuals concerned 
about or demonstrating signs of problematic or 
addictive gambling behavior to exclude themselves 
from a gaming site for a predetermined period or 
indefinitely.

However, effectively implementing such programs 
faces practical challenges, including identifying 
individuals with gambling problems who may not 
publicly exhibit symptoms. These challenges are 
magnified in the online environment, as individuals can 
create multiple accounts or register with different online 
gambling sites to bypass self-exclusion measures.

In an effort to address this issue, iGaming Ontario 
(iGO), which assists the AGCO in regulating 
the iGaming industry, intends to introduce a 
mandatory centralized self-exclusion program in the 
future, although it has not yet been implemented. 
Consequently, operators should explore additional 
measures to prevent individuals with gambling 
problems from engaging in online gambling.

While the above highlights some of the RG 
requirements defined in the Standards to cultivate a 
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safe and responsible online gambling environment 
and mitigate the risks of fines or litigation, operators 
must adhere to all sections of the Standards without 
exception. Additionally, they should remain attentive 
to any other RG obligations identified by the AGCO 
and iGO.

NAVIGATING COMPLEX REGULATORY 
CHANGES

To navigate the complex regulatory framework 
required by the AGCO and iGO, operators, and 
those looking to become operators, are advised to 
seek qualified legal counsel. Collaborating with 
experienced legal counsel will enable companies 
to stay ahead of regulatory changes and minimize 

exposure to fines, penalties, or the potential revocation 
of their operator’s licence.  

[Cam Cameron is a partner in the Business 
Law Department of Gowling WLG’s Ottawa office, 
practicing in the Firm’s Indigenous and Business 
Law Groups. Cam’s general practice focuses 
on commercial contracts, including licensing, 
distribution, collaboration, and funding agreements. 
His particular specialties include Indigenous 
commercial matters and gaming law.

Bryinne McCoy is an associate lawyer in Gowling 
WLG’s Ottawa office. She practices in the firm’s 
Business Law Group and is licensed to practice law in 
Ontario and Newfoundland and Labrador. Bryinne’s 
practice focuses on corporate commercial law, with 
an emphasis on contract and gaming law.]
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On July 5, 2023, New York’s new law regulating 
automated employment decision tools (“Local Law 
144”) came into force. Among other things, Local 
Law 144 will require employers that use automated 
employment decision tools to conduct independent 
bias audits and notify employees and prospective 
hires of their use of such tools.1 

We have received a number of questions about 
how automated hiring tools are regulated in Canada. 
This bulletin will provide an overview of the 
attractions and risks of using automated hiring tools, 
including a summary of two upcoming laws which 

will have a significant impact on the use of such tools 
(those being Québec’s Act 252 and Bill C-273).

WHAT ARE AUTOMATED HIRING TOOLS, 
AND WHAT MAKES THEM ATTRACTIVE?

For the purposes of this bulletin, we use the term 
“automated hiring tools” to refer to any tools 
which assist in hiring decisions, whether or not a 
human reviewer is involved. There is a great range 
of automated hiring tools, with varying degrees of 
human intervention. For example,
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• Targeted job advertisements may use algorithms 
to determine the best place to advertise job 
opportunities, which may influence the pool of 
applicants.

• Resume screening tools can eliminate resumes 
according to certain requirements or stipulations.

• Intelligent applicant tracking systems analyze 
application materials to estimate how a candidate 
might perform on the job based on keywords, past 
employee data, or algorithms.

• AI-powered video interviewing tools advertise 
the ability can assess candidates based on facial 
expression analysis.

There are two main incentives for adopting 
automated hiring tools: to increase efficiency and to 
reduce bias.

Particularly in industries with low barriers to entry, 
companies may receive hundreds or thousands of job 
applications—at times too many for the hiring team 
to review in detail. Some sources have suggested 
that the volume of job applications will increase as 
more applicants use free generative AI tools such 
as ChatGPT to assist in drafting cover letters or 
resumes.4 Automated hiring tools can save costs and 
reduce reliance on arbitrary methods of prioritizing 
candidates (such as time of application, or first letter 
of applicant’s name). Ideally, such tools can rank 
candidates in a manner that brings the best candidates 
to the top of the list.

Automated hiring tools also have the potential 
to reduce bias, and lead to better hiring outcomes, 
if properly managed. Studies have demonstrated 
that human hiring decisions are often influenced by 
unconscious bias.5 Automated hiring tools may be 
able to reduce bias significantly (though, as discussed 
below, without proper management, they may create 
or reinforce bias as well).

AUTOMATED HIRING TOOLS COME WITH 
RISKS

Along with their potential benefits, the use of 
automated hiring tools may give rise to legal risks. 
For example:

• Privacy laws may apply to the use of such 
technology insofar as the systems use personal 
information.

• Human rights laws may apply insofar as the use of 
these systems could lead to discrimination.

• Canada has laws related to automated decision 
tools coming into force in Québec on September 
22, 2023, brought on by Québec’s Act 25.

• Additional requirements for automated decision, 
prediction or recommendation tools are set out 
in the current draft of the Consumer Privacy 
Protection Act (“CPPA”), which forms a part 
of Bill C-27, currently under consideration in 
Parliament.6 

• Finally, Canada’s proposed Artificial Intelligence 
and Data Act (the “AIDA”), which also forms a 
part of Bill C-27, may apply to automated hiring 
tools, insofar as such tools meet the AIDA’s 
definition of “AI System.”7

AUTOMATED HIRING TOOLS MAY 
TRIGGER OBLIGATIONS UNDER PRIVACY 
LAWS

In Canada, where privacy laws apply to the 
employment relationship, employers must ensure 
that their use of automated hiring tools complies with 
privacy laws.8 In particular, employers must ensure 
they obtain valid consent where required, protect 
personal information with appropriate safeguards, 
and limit the collection, use and disclosure of personal 
information to appropriate purposes.

Canadian privacy laws generally require 
organizations to obtain consent in order to collect, 
use or disclose personal information. Analyzing an 
individual’s application materials with an automated 
hiring tool would likely require consent. Furthermore, 
Québec’s privacy regulator has previously ruled 
that the use of an algorithmic prediction system to 
generate a “score” for an individual constitutes a new 
collection of personal information, which would also 
require fresh consent.9 

There are exceptions to these consent requirements 
under the Personal Information Protection and 
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Electronic Documents Act (“PIPEDA”), and 
substantially similar privacy laws in British 
Columbia and Alberta, for any collection, use or 
disclosure of personal information that is reasonable 
(under PIPEDA, “necessary”) to establish, manage or 
terminate the employment relationship. Whether the 
use of automated hiring tools to assess a candidate 
would be reasonable or necessary in order to establish 
an employment relationship is not clear, and would 
likely depend on the context. However, the use of 
an individual’s application materials to train an 
automated system for future use would likely fall short 
of these exceptions and require employee consent.

AUTOMATED HIRING TOOLS MAY LEAD 
TO EXPOSURE UNDER HUMAN RIGHTS 
LAWS

One significant risk of using an automated hiring tool 
is the risk of bias and discrimination in the outcome. 
Bias can lead to worse hiring decisions, and liability 
under applicable human rights laws, which prohibit 
discrimination in employment based on certain 
protected grounds, such as race, ethnic origin, gender 
identity, age, etc.

Automated hiring tools are only as good as the dataset 
used to train them. If there is bias in the underlying 
training data, this bias may be amplified in the results. 
For example, a system trained on the application 
materials of past successful candidates may favour 
the demographic group that is most represented in the 
workplace. This bias may be difficult to detect, since 
an automated hiring tool may find other information 
that can be used as a proxy for demographic group. 
For example, a machine-learning based algorithm 
may prioritize certain candidates based on location 
(which could act as a proxy for membership in a 
certain cultural or racial demographic), or language 
choice (which may indirectly correlate with gender or 
cultural background).

Where the underlying decision-making formula 
is too complex or not readily discernable (as with 
black-box AI systems), it may only be possible to 
evaluate a system’s biases with an audit performed 

by professionals. Employers that make adverse 
hiring and employment decisions based even in small 
part on protected grounds will be unlikely to avoid 
human rights liability by placing blame on an external 
automated hiring tool developer. It is therefore 
essential for employers to ensure their automated 
hiring tools are carefully and regularly assessed.

FORTHCOMING TRANSPARENCY LAWS 
MAY APPLY TO AUTOMATED HIRING 
TOOLS

The problem of transparency will become more 
pressing as new privacy laws come into force, 
particularly transparency requirements under 
section 12.1 of Québec’s Act respecting the protection 
of personal information in the private sector (the 
“Québec Act”) (which comes into force on September 
22, 2023), and sections 62 and 63 of the proposed 
CPPA, which is currently under consideration in 
Parliament.

Section 12.1 of the Québec Act (September 22, 
2023)

When section 12.1 of the Québec Act comes into force, 
Québec employers that use personal information to 
render a decision based exclusively on automated 
processing must inform prospective hires of this fact 
not later than the time the decision is communicated 
to them. Upon request, the employer must also inform 
the employee or applicant of:

• the personal information used to render the 
decision;

• the principle factors and parameters that were 
used to render the decision; and

• the right of the individual to have the personal 
information used to render the decision corrected.10 

In addition, the employee or applicant must be 
given an opportunity to submit representations to a 
person in a position to review the decision.

Importantly, these requirements only apply 
to decisions rendered exclusively by automated 
processing. If a human being meaningfully participates 
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in the decision-making process, the requirement will 
not apply.

One open question is whether this notice 
requirement will apply where an employer rejects 
a prospective employee’s job application without 
notice to the applicant. Based strictly on the wording 
of the legislation, the requirement would never be 
triggered if the individual is never informed of the 
non-hire decision.

Sections 62 and 63 of the Consumer Privacy 
Protection Act

As a starting point, the CPPA would only apply to 
a subset of employment relationships. Like PIPEDA 
(the legislation it would replace), the CPPA would only 
apply to applicants for work in a federally regulated 
workplace, or independent contractors in provinces 
without substantially similar privacy legislation.11 

Under the current proposed draft CPPA, an 
“automated decision system” is defined as any 
technology that assists or replaces the judgment of 
human decision-makers through the use of a rules-
based system, regression analysis, predictive analysis, 
machine learning, deep learning, a neural network 
or other technique.12 If Bill C-27 is passed in its 
current form, section 62 of the CPPA would require 
organizations  to make readily available information 
about the organization’s use of automated decision 
systems to make predictions, recommendations 
or decisions about individuals that could have a 
significant impact on them.13 

Furthermore, if an organization uses an 
automated decision system to make a prediction, 
recommendation or decision about an individual 
that could have a significant impact on them, the 
organization must provide an explanation of the 
decision upon request by the individual.14 The 
explanation must include:

• the type of personal information used to make the 
prediction, recommendation or decision;

• the source of the personal information; and
• the reasons or principal factors that led to the 

prediction, recommendation or decision.

The CPPA’s requirements differ significantly from 
those outlined in section 12.1 of the Québec Act. First, 
the CPPA has a broader scope, as it covers automated 
hiring tools that either replace or assist human 
decision-makers and includes predictions and 
recommendations in addition to decisions. Thus, 
it applies to the use of automated hiring tools even 
when a human is “in-the-loop.”

However, it is narrower than section 12.1 of the 
Québec Act because it only applies to the use of 
automated decision systems that will have a significant 
impact on individuals. While the term “significant 
impact” is not defined, it is difficult to conceive of a 
more significant impact than a decision regarding an 
individual’s employment, so this narrower scope may 
not have much impact on the way the laws apply to 
automated hiring tools.

Furthermore, unlike section 12.1 of the Québec Act, 
which requires individual notifications by employers, 
the CPPA would require general public disclosure 
from employers, but place the responsibility on 
applicants or employees to request further information 
about an employer’s use of automated decision 
systems as it pertains to them. The CPPA would also 
differ from 12.1 of the Québec Act in that it would not 
provide individuals with the right to have the decision 
(or prediction or recommendation) reviewed.

AUTOMATED HIRING TOOLS COULD BE 
DEEMED “HIGH RISK” UNDER THE AIDA

If passed in its current form, the AIDA may impose 
significant obligations on employers using automated 
hiring tools, if those tools meet the definition of “AI 
System” under the AIDA.15 

Innovation, Science and Economic Development 
Canada’s companion policy to the AIDA specifically 
identified “screening systems impacting access to 
services or employment” as an area of interest to 
the government.16 Given the severity of impact, 
imbalance of economic power of affected individuals, 
and inability to opt-out, AI systems used in the hiring 
process could well constitute “high impact” systems 
under AIDA, which would make such systems subject 
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to a host of (yet unspecified) requirements related to 
human oversight, monitoring, transparency, fairness 
and equity, safety, accountability and/or validity and 
robustness.17 

With that said, there are some unresolved questions 
about the application of the AIDA to employment 
relationships, given the division of powers between 
the federal and provincial governments, and the 
wording of the AIDA itself. Most requirements of the 
AIDA are confined the international or interprovincial 
trade and commerce. While the AIDA will likely 
apply to the commercial development and sale of 
employment-directed AI systems, it is not clear if it 
will extend to an employer’s use of such systems in 
an employment setting.

KEY TAKEAWAYS

Automated hiring tools present Canadian employers 
with advantages and risks. These tools offer increased 
efficiency and the potential to reduce bias in the hiring 
process. However, they may also give rise to privacy 
and human rights risks. It is crucial for employers to 
ensure compliance with privacy laws, obtain necessary 
consent, and mitigate the risk of discrimination with 
appropriate audits and legal reviews.

New transparency laws, such as section 12.1 of the 
Québec Act and sections 62 and 63 of the proposed 
CPPA, will impose additional requirements on 
employers using automated hiring tools. Furthermore, 
the forthcoming AIDA may impose additional 
obligations on the use of automated hiring tools. 
Consequences for failing to comply with the above 
laws could include litigation, regulator investigations, 
reputational impact, and administrative monetary 
penalties or fines. Employers should closely monitor 
legal developments and assess the potential impact of 
these tools on their hiring practices.
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employer clients on a broad range of issues, including 
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